BRIDGEWORKS

ESXi
Tuning Guide

Eli-v5.03.191

Bridgeworks
Unit 1, Aero Centre, Ampress Lane,
Ampress Park, Lymington,
Hampshire SO41 8QF
Tel: +44 (0) 1590 615 444
Email: support@4bridgeworks.com


mailto:support@4bridgeworks.com

Table of Contents

Introduction
1.1 Whentousethisguide. . . . . . . . . . . . . . . . ..
1.2 Whennottousethisguide . .. .. .. ... .. .. .. .. ... .. .. .. . ...

1.3 Furtherreading . . . . . . . . . . . e

Summary

2.1 CPU Core Allocation: . . . . . . . o o e e e e

Requirements
3.1 ESXIiTOOIS . . . . e
3.1.1 ESXibuilt-inWeb Client . . . . . . ... ... .. ...
3.1.1.1 Accessing ESXi built-inWeb Client . . . .. ... ..........
3.1.2 ESXivCenter Server Flash based Web Client . . . . . .. ... ... ... ..
3.1.2.1 Accessing ESXi vCenter Server Web Client. . . . . . ... ... ..
3.1.3 vSphere client program (windows machineonly) . . ... ... ... ... ..

3.1.3.1 Accessing vSphere clientprogram . . . . . . ... ...

CPU Allocation

4.1 Adjusting Core Allocation . . . . . . . . . .
4.1.1 vSphere . . . . . e
4.1.2 ESXiBuilt-inWeb Client . . . . . .. ... ...

4.1.3 vCenter Server FlashWeb Client . . . . . . . . . . . . . . . .. . ... ....

Core Affinity
5.1 Assessing Viability . . . . . . . . e
5.1.1 vSphere . . . . . . e e e e

5.1.2 ESXibuilt-inWeb Client . . . . . . . . . . . . . .



5.1.3 vCenter Server FlashWeb Client . . . . . . . . . . . . .. ... ... ..... 23

5.2 Applying Affinity . . . . . . 24
5.2.1 vSphere . . . . . e 24

5.2.2 ESXibuilt-inWeb Client . . . . . ... ... ... .. 27

5.2.3 vCenter Server FlashWeb Client . . . . . ... ... ... ... ... ..... 29

6 Memory Allocation 32
6.1 Adjusting Allocation . . . . . . .. e e 33
6.1.1 vSphere . . . . . . . e e e 33

6.1.2 ESXiBuilt-inWeb Client . . . . . . .. ... . ... . .. 34

6.1.3 vCenter Server FlashWeb Client . . . . .. ... ... ... ... ....... 34

7 Memory Alighment 36
7.1 Setting Alignment . . . . . .. e e e e e 36
7.1.1 vSphere . . . . . . e e e 36



Introduction

This document details the prerequisites for tweaking a deployed virtual Bridgeworks Node to improve
resource use and maintain peak performance.

The suggested modifications included in this guide are given as a best practice approach to reduce
the chance of having a sub-optimal virtual installation.

Most of the optimisation is targeted at ensuring that the virtual Bridgeworks Node can keep its CPU
cores and RAM access aligned. Without alignment the RAM speeds can suffer, which can affect
acceleration performance.

When to use this guide

Generally ESXi tuning is not required. The system does a good job of moving resources around to
keep everything aligned and provided with enough memory and CPU time.

Key symptoms that could be improved by tuning the ESXi guest settings are:

» Reduced performance, these can be:

- Reduced throughput. If it is proven that the Bridgeworks Node is not reaching the full
speed of the network connection it has been given.

- Inconsistent throughput. If the graphing in the Transfer Statistics page show that
throughput is not consistent during a full bandwidth data a transfer in your typical network
environment, and no other environmental variables are causing this.

- Very high CPU usage. If the System info page is showing more than 80% CPU utilisation
during a full bandwidth data transfer in your typical network environment.

- Very high memory usage. If the System info page is showing more than 80% memory
utilisation at any time.

» Conserving ESXi resources when performance is not being reduced*. Such as:

- Very low CPU usage.
If the System info page is showing less than 25% CPU utilisation during a full bandwidth
data transfer in your typical network environment.

- Very low memory usage.

If the System info page is showing less than 25% memory utilisation during a full
bandwidth data transfer in your typical network environment.

Note: *Reducing resources to the Bridgeworks Node should always take into
account any resource headroom required to sustain performance if network
quality deteriorates. See Chapter 4. CPU Allocation and Chapter 6: Memory
Allocation sections for minimum supported resource settings.

When not to use this guide

Other factors can result in lower utilisation of network connection between Bridgework Nodes.



Possible other factors include:

» Onload/Offload storage 1/0O

If the systems on either side of the Bridgeworks Nodes cannot provide or receive the data
quickly enough a bottleneck will occur and the Nodes will throttle the connection appropriately.

» Shared network resources

If either Bridgeworks Node shares the network connection with other systems then competition
for network time can reduce throughput depending on the demand for the network bandwidth.

» Product bandwidth limits Each series of Bridgeworks node has a different network bandwidth
capacity.

— Series 100 = 125MB/s.
— Series 200 = 250MB/s.
— Series 400 = 1GB up to 10GBe dependant on hardware specification.

Further reading

For more detailed information regarding ESXi tuning, see VMwares own "Performance Best
Practices” documentation for your relevant version of ESXi.

ESXi6.5: https://www.vmware.com/techpapers/2017/Perf_Best_Practices_vSphere65.html

ESXi5.5: https://www.vnware.com/pdf/Perf_Best_Practices_vSphere5.5.pdf


https://www.vmware.com/techpapers/2017/ Perf_Best_Practices_vSphere65.html
https://www.vmware.com/pdf/Perf_Best_Practices_vSphere5.5.pdf

Summary

CPU Core Allocation:

It is beneficial to keep core allocation conservative. Increasing the number of assigned cores will
improve performance only when the existing setup is consistently experiencing CPU usage above
75%. The OVAs for Bridgeworks Nodes have a preset core allocation that is set to accommodate
the throughput intended for that model. Scenarios that could result in needing more CPU power are;
running encryption on top of full network speeds, or having a very large packet loss environment.
Conversely, if the Node never sees high core usage, then reducing the allocation may help ensure
that the host never places the Bridgeworks Node into a sub-optimal state.

In ESXi the core allocation is dictated by vCPUs. These cores are also presented in a settable
number of sockets. This setting is for operating system compatibility only and does not provide a
performance increase. The Bridgeworks Node should be given all vCPUs as individual sockets.
Running the system with a 'multiple cores per socket’ setup can have adverse effects on its
performance.

Core Affinity:

Core affinity can have an immediate effect on acceleration performance, this is evident when the
core affinity forces execution to be spread across the physical sockets of the host. In ESXi, core
affinities can be set on a per guest basis. The only requirement is that the affinity gives at least
the number of vCPUs given to the guest. The recommended practice is to give an affinity setting
that ensures all execution of the Bridgeworks Node will happen on the same physical socket, this
ensures that all memory access will be using the same caching and RAM modules.

In addition, when using a processor feature such as Intel Hyperthreading the underlying hardware
will present 2 CPUs per physical processor core. ESXi will handle these as logical cores, which
results in the ESXi scheduler load balancing the 2 logical cores across the physical core evenly*.
This load balancing means that the effective performance of 1 logical core can be less than the
actual performance of the physical core it is running on.

Note: *When ESXi CPU scheduling results in only 1 of the 2 available logical
cores on a given physical core being utilised, the guest running on that
logical core is given the full performance of the physical core. Logical core
performance is reduced when both logical cores on the same physical core
are being utilised by guests, at which time the performance of the physical
core is split equally between the two logical cores presented by ESXi.

Memory Allocation:

Just like vCPUs, assigning the minimum necessary memory will reduce any chance of a sub-optimal
setup. A smaller RAM footprint makes it a lot easier for the ESXi host to ensure that the memory is
aligned to the same socket that the vCPUs reside on.



Memory (NUMA - Non-Uniform Memory Access) Alignment:

ESXi can split memory into NUMA pools, this is due to separate RAM access across separate
physical sockets on a motherboard. In a worst case scenario a virtual guest could end up with
all of its CPU resource being scheduled on physical CPU cores that are not directly attached to
the RAM that the guest is using. Bandwidth testing has shown that memory performance can
degrade significantly, slowdowns of over 20% were frequently seen. In addition, running a badly
aligned Bridgeworks Node will result in a decrease to the total throughput attained on a like-for-like
network environment. Memory alignment through NUMA affinity is similar to running CPU affinity.
Manipulating CPU affinity is preferred as it can be adjusted on a live system.



Requirements

ESXi Tools

There are several methods for configuring virtual machines in an ESXi system:

» Basic settings via a built-in web client.

» More advanced settings using the ESXi vCenter Server system and its Flash based web
client.

» Classic control using the now deprecated vSphere client on a windows machine.

The following sections list what each method can and cannot achieve with regards to the tuning
solutions included in this guide.

ESXi built-in Web Client

ESXi installation software deploys a web based control GUI automatically.

This method can control:

 Core allocation and socket/core distribution.
 RAM amount and priority/reservation values.

» Core affinity.
This method cannot control:
* RAM NUMA affinity.

Accessing ESXi built-in Web Client

To connect to the built-in web client, open your browser of choice and navigate to the IP address or
website name of the ESXi host machine.

This should present a login screen.



x |+

Login- VMware ESXi
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Login

Enter the correct user and password and click "Log in”.

At this stage the web client will show the host machine information page.
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In the left hand pane there is a list of options. Click the "Virtual Machines” entry. For tuning, only

the Bridgeworks Node will be used.
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ESXi vCenter Server Flash based Web Client

Optionally, a "vCenter Server” system can be deployed and connected to your ESXi host. This
allows far greater control than the basic ESXi web client.

This method can control:

» Core allocation and socket/core distribution.
« RAM amount and priority/reservation values.

 Core affinity.

This method cannot control:

* RAM NUMA affinity.*

Note: *NUMA can be set by using custom parameters options, this is outside
the scope of this document.

Accessing ESXi vCenter Server Web Client

To connect to the Flash based web client, open your browser of choice and navigate to the IP
address or website name of the vCenter Server.

If you do not know the address for the vCenter Server you may be able to get it from the Host info
page on the ESXi built-in web client. See above for instructions on accessing it. On the Host info
page presented at login, look for "State” in the main pane, to the right there should be a status,



along with natification of "connected to vCenter Server” and an IP address or website URL to the
vCenter Server.

Upon accessing the vCenter Server there should be a page listing the access.

e *

« c @ @ & httpsy/10.10.151.151 e D | Q search @ =

Getting Started
To access vaphere, 1og in to:

v3phere weh Client (Flash)

v3phere Client (HTMLS) - partial functionaliy
For help, see

vESphere Documentation

Supported Functionality in vSphere Client (HTHLE)

vCenter Servers

For Administrators
Web-Based Datastere Browser
Use your web browser to find and download files (for

example, virtual machine and virtual disk files)

Select the "vSphere Web Client (Flash)” link.

This should present a login screen. Enter the correct user and password and click "Log in”.

(%) vSphere Web Client

c @ @ 7B https /1010151151 Arsphere-dlient/?csp e @ v¢| | Q Search

T VMware" vCenter” Single Sign-On

Password:

At this stage the web client will show the last page viewed by this account. If not, be sure that the
browser supports Flash, and that it is enabled to run.
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(4 wSphere Web Client
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Target Status

For tuning, only the target Bridgeworks Node selection will be used.
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vmware* vSphere Web Client  #=
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1 Back JE
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5 Bridgeworks PORTrockiT Mode
i Whtweare vCenter Server Appliance

vSphere client program (windows machine only)

As of ESXi 6.5, the vSphere Client is still supported by VMWare Inc. The vSphere Client does not
support any new features past ESXi 5.1.

This method can control all parameters referred to by this document:

Core allocation and socket/core distribution.

« RAM amount and priority/reservation values.

Core affinity.

RAM NUMA affinity.

Accessing vSphere client program
On a windows machine, ensure that the "VMWare vSphere Client” program is installed.

Run the program. A Login form will display.

(& Whtware vEphere Client ®
vmware

VMware vSphere™

Client

@ All wSphere features introduced in +Sphere 5.5 and beyond are
available only through the vSphere Web Client, The traditional
wSphere Client will continue to operate, supporting the same
Feature set as wSphere 5.0

To directly manage a single host, enter the IP address or host name.
To manage multiple hosts, enter the IP address or name of a
wiZenter Server.

IP address | Name:  [10.10.120.162 A
User name: roak
Password: stk Aot Aotk |

I~ Use wWindows session credentials

o |

Enter the IP address or server name of the target ESXi host. If applicable, fill out the username and
password and click login.
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At this stage the client will show the Getting Started page of the ESXi host.

(5 10.10.120.162 - wSphere Client

File Edit View Inventory Administration Flugeins Help
[« =] ‘g Home b g Invertery b Bl Inventory
i

[ [10.10.120.162

joker.test.domain ¥Mware ESXi, 6.5.0, 5310538 | Evaluation (60 days remaining)

Getting Started

close tab [X]
What is a Host?

A host is a computer that uses virtualization software, such
as ESXor ESX, to run virtual machines. Hosts provide the
CPU and memery resources that virtual machines use and
give virtual machines access fo storage and network
connectivity_

You can add a virtual machine to a host by creating a new
one or by deploying a virtual appliance

The easiest way to add a virtual machine is to deploy a
virtual appliance. A virtual appliance is a pre-built virtual
machine with an operating system and software already
installed. A new virtual machine will need an operating
system installed on it, such as Windows or Linux.

vSphere Client
Basic Tasks
[t Manage this host from vCenter Server

&t Create a new virtual machine
v

Recent Tasks Name, Target or Status contains: ~ Clear X

Hame Target Status | Detals | Intistedby | Requested Start Ti.., — | Start Time | Campleted Tirne |

[ Tasks | |Evaluation Mode: B0 daps remaining | root

In the left hand pane expand the entry showing the host name or IP.

@ 1010120162 - wiphere Client

File Edit Wiew [nwentory Administration Plug-ins Help

a ﬁ |é} Home b gF] Inwerkory b [E Ineentory
+

& &

S| _1u.1u.1zu.1sz joker.test.domain YMware ES¥i, 6.5.0, 5310538 | Evaluation (60 days
{1 Bridgaworks PORTrockIT Node

[ YMware vCenter Server Appliance Getting Started S EHER TN ETE N EE e urce Allocation | Per

What is a Host?

A host is a computer that uses virtualization software, such
as ESX or ESX, to run virtual machines. Hosts provide the
CPU and memory resources that virtual machines use and
give virtual machines access to storage and network
connectivity.

For tuning, only the target Bridgeworks Node selection will be used. In this example the Node is
name "Bridgeworks PORTrocklT Node”.
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CPU Allocation

ESXi allows provisioning of a huge number of vCPUs to a virtual system. Across multiple virtual
guests, this core allocation can exceed the physical CPU count of the host.

In addition, vCPUs can be presented to a virtual guest’s operating system as either multiple sockets,
or as a multiple-cores-per-socket system. Generally the user should always choose multiple sockets,
with multiple cores being a compatibility setting for operating systems that do not support multiple
sockets.

Initial CPU cores for each system are:

e 100 Series =2
e 200 Series =3
* 400 Series =4

These values can be changed to suit the individual applications. The number of cores can be
reduced if core utilisation is consistently low, though less than 2 cores is not supported. Likewise
CPU allocation can be increased if CPU utilisation is consistently high, this scenario could be due to
overheads from excessively detrimental network conditions or enabling features that require CPU
time, such as IPSec.

In most cases no more than 8 cores should be needed, with core clock speed being more important
for performance than further increasing core allocation.

Core allocation should always try to be no more than that of the underlying hardware. Once vCPUs
start sharing the resources of a hardware core, the scheduling for CPU resources can result in high
latency and reduced performance. If an ESXi host needs to have oversaturation of the CPU cores,
then consider using CPU affinity to ensure that the Bridgeworks Node has cores reserved. This
ensures that network acceleration is not affected by other virtual guests competing for CPU time.

An ideal setup would allow the Bridgeworks Node to run entirely on a single physical socket, so
when possible, the core allocation should be no more than the core count of one of the hosts CPU
sockets.

When assessing core allocation requirements it is important to include the performance deficit from
running on logical cores. This is not to be confused with the vCPUs terminology used in ESXi. On
the Intel platform this logical core feature is known as "Intel Hyper-Threading Technology”, this
can be enabled/disabled in BIOS settings, and will double the detected cores of the underlying
hardware. A logical core will not perform as well as a physical core; e.g. a dual core guest running
on two logical (hyper-threaded) cores will not perform as well as a dual core guest running on two
physical cores.

Adjusting Core Allocation
vSphere

From the vSphere client, access the Edit Settings screen for the Bridgeworks Node. To access the
Edit Settings right click the Bridgeworks Node and left click Edit Settings from the context menu.

14



10.10.120.162 - wSphere Client - [m] X
P
File Edit View Inventory Administration Plug-ins Help
B B @ teme b gg werkory b [ Inventory
nm > G\8 &GheE Sk
= [ 10.10.120.162 Bridgeworks PORTrockIT Node
1 [Bridgeworks pAOT=-
) VMware vCen Power 4
Guest » 1 b
close tab [X] ~
Smapshat r 2
Open Cansaol s
= pen tonsole re computer that, like a Virtual Machines p
\@ Edit Settings... \Jperatmg system and o
Upgrade Virtual Hardware stem installed on a virtual 'S
erating system.
Add Permission.. Ctrl+P <
ne is an isolated computing
e rtual machines as desktop or N
Renarne s testing environments, or to . fost
ns.
Openin Mew Window.,,  Ctrl+Alk+N
R ts. The same host can run
emove from Inventory
Delete from Disk
Basic Tasks vsphere Client
[» Power on the virtual machine
G Edit virtual machine settings
v
< >
Recent Tasks Name. Tanget or Status contains: = Clar X
Hame Target Status Detals Intistedby | Requested Start Ti.., = | Start Time Completed Time
F Tasks Evaluation Mode: 58 daps remaining oot

From the settings pane, select the CPUs entry from the list presented. Options relating to the CPU
allocation will become available on the right side of the settings pane.

Here you have the option to change the number of virtual sockets and the number of cores per
socket.

() Eridgeworks PORTrockIT Mode - Virtual Machine Properties - O X
Hardware lOptions ] Resources Wirtual Machine version: &
I show all Devices add, .. | Mumber of wirtual sockets: 2 -
Hardware Surnmary Murmber of cores per socket: 1 -

Wl Memory 2045 MB

O orls = | Total number of cores: 2

[ video card Yideo card A ch . ber of | ror

. Changing the number of wirtual CPUs after the guest

S WMCI device Deprecated 03 is installed might make vour virtual machine

@ UsB contraller Present unstable,

e SiZ5T conkroller 0 Paravirtual

% COYDVD drive 1 femfs/devices/cdrom/. .. The wirtual CPU configuration specified on this page

= Hard disk 1 Virbual Disk might violate the license af the guest O3,

BB Metwork adapter 1 Management

EB Metwork adapher 2 LAM

B Metwork adapter 3 WA

oK | Cancel |

Edit the number field next to Number of virtual sockets. Click the dropdown arrow next to the
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number and select the desired socket count.

Mumber af virtual sockets:

Murmber of cares per socket:

Takal number of cores:

-

/b, Changing the number of wirtual CPUs after the guest
23 is installed might make wour wirkual machine

unskable.,

The wirkual CPU configuration specified on this page
mighk violate the license of the guesk 05,

The maximum you can assign is limited to the number of logical cores presented by the physical
processors to the ESXi host. This maximum may not be the number of physical cores the system

has.

Click OK at the bottom of the pane.

ESXi Built-in Web Client

After logging in to the Web Client, navigate to the Virtual Machines page and bring up the Edit
settings pane for the Bridgeworks Node.

3! Edit settings - Bridgeworks PORTrockIT Node (ESXI 5.0 virtual machine)

Virtual Hardware VM Options

— Add hard disk ™8 Add network adapter

r K cru iy

» Wl Memory /iy

v L Hard disk 1 /Ay

+ B3 scsi Controller 0
USB controller 1

+ 8 Network Adapter 1

+ E8 Network Adapter 2

+ M Network Adapter 3

2 QO
2048 MB
2 GB

VMware Paravirtual

Management

LAN

WAN

5 Add other device

¥  |v Connect

¥ [« Connect

¥  |v Connect

Save Cancel
£

In this section, click the arrow left of the CPU entry to expand the settings pane and ensure that the
Cores per Socket is set to 1.
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51 Edit settings - Bridgeworks PORTrockIT Node (ESXI 5.0 virtual machine)

[ Virtual Hardware ] VM Options

2 Add hard disk ®M Add network adapter (= Add other device

~ [ crPu 4y 2 v @
Cores per Socket 1 ¥  Sockets: 2
CPU Hot Plug [_) Enable CPU Hot Add
Reservation v MHz v
Limit v MHz b
Shares Mormal M v
Hardware virtualization L) Expose hardware assisted virtualization to the guest 05 ()

Performance counters Enable virtualized CPU performance counters

| Save || Cancel
Click the number right of CPU and set the desired number of cores.
(51 Edit settings - Bridgeworks PORTrockIT Node (ESXI 5.0 virtual machine)
[ Virtual Hardware ] VM Options
2 Add hard disk 8 Add network adapter 5 Add other device
~ i crPu A : v @
Cores per Socket 1 Sockets: 2
CPU Hot Plug 3 CPU Hot Add
4
Reservation = MHz =

Click Save at the bottom of the pane.

vCenter Server Flash Web Client

After logging in to the Web Client, navigate to the Bridgeworks Node and access the Edit Settings
page by right clicking on the Bridgeworks Node and selecting Edit Settings.
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(5) wSphere Web Client
& Q v @ 1} Q, Search
vmware* vSphere Web Client  #=
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=
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Snapshots
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i Policies
Compatibility

Export Systern Logs

Edit Resource Settings..

Rename
Edit Motes..
Tags & Customn Aftributes
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4 ti... | Surn. Moni Conf. Per. Sna Data Net Upd.
r

10sts or clusters, The same hostean run
¥ nary virtual machines

=
lasic Tasks

' [» Power on the virtual machine
* Ik

57 Edit virtual machine settings

vCenter Server|

vSphere Client

£ Alarms

Explore Further | AIL(Oy ‘ Me..

Learn how to in¢
operating syster
Learn more abor
Learn about tem

|

i

Target Status

Initiatar Queued For

[ Joker Alarms

(G Vhware wGenter Server #
E 10101200162

Remove from Inventary
Delete fram Disk

AllvCenter Crchestrator plugin Actions
Update Manager

Expand the CPU section by clicking the arrow left of the entry.

41 Bridgeworks PORTrockIT Node - Edit Settings

[\Iinual Hardware | Wi Options ‘ SDRS Rules ‘ whpp Options ]

» |/ cPU [2 |~ @
% ‘ 2048 ‘ v-l | B | v.l
» (2 Hard disk 1 1 = [ee |+

3 SCEl controller 0 YWhitweare Paravirtual Mot bootable

¥ Metwark adapter 1 | Management | vl| [+ Connect..
v [ Meteork adapter 2 | LAM | v‘| [+ Connect...
v [ Metwork adapter 3 | AN | vl| [+ Connect..
v (@) CODVD drive 1 | Host Device | ~ | [ connect..
v & USE contraller UsE 20

v [ video card | Specify custom setings | v'|

b2 WMC] device
b Other Devices

v Upgrade

e dewice:

[ Schedule WM Compatibility Upgrade...

Caompatihility: ESXi 8.0 and later &M version 8)

Ok

Cancel
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Ensure that the Core per Socket entry is set to 1.

1 Bridgeworks PORTrockIT Node - Edit Settings (7) »

[\Iinual Hardware | Wil Optiohs ‘ SDRS Rules ‘ whpp Options ]

~ [ crPU | 2 |~ @ .
Cores per Socket [1 |v| Sockets: 2
CPU Hat Flug [] Enable CPL Hot Add
Reservation B |+ | [MHz ||
Lirrit | Unlimited |,| (mHz ||
Shares | Mormal |~ -
CRUID Mask | Expose the MxRD flag to guest | - | Advanced...
Hardware virtualization i

Ferformance Counters

Scheduling Affinity | | (]
CRUMMLU [ Automatic [+ 0
Wirtualization

» MR Mermory |2048 |'||ME' |"|

Click the number right of CPU and select the desired core count from the dropdown selection.

[Vir‘[uaIHardware ‘ Wi Options | SDRS Rules ‘ whpp Options l

~ [ cru 2 |~] @
Cores per Socket 1 Sockets: 2
CPU Hot Plug
Reservation j |m|
Lirnit Unlirnited (<] [MHz |~
Shares Mormal || -

Click OK at the bottom of the pane.
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Core Affinity

Affinity settings can be changed without having to bring down the guest system, so this can be
applied during operation for immediate effect.

ESXi attempts to manage its guests to ensure that competition for any given core is reduced to a
minimum, along with arranging memory resources to try to keep guest systems in an aligned setup.
An aligned state is when the resources being used by the virtual guest are all locally addressable.
For example, memory is allocated on RAM local to the CPU cores that the guest vCPUs are
scheduled on. Generally ESXi can keep everything running well.

Issues can arise when resources on the host are overcommitted; multiple guest systems may queue
for scheduling on CPU cores, or the ESXi host may have to re-arrange memory usage when host
memory availability is running low. The result of resource overcommitment is that the memory
allocation may fall over to RAM that is not local to the active vCPUs.

The Bridgeworks Node may suffer when physical CPUs become overcommitted, possibly resulting
in reduced network acceleration capabilities.

If there is the possibility of a CPU overcommit, or execution getting moved over to a sub-optimal
socket, then giving the Bridgeworks Node a dedicated affinity will help to mitigate slowdowns.
Increasing reserve priority will also help if CPU cores cannot be 100% dedicated to the Bridgeworks
Node.

Assessing Viability

To setup an optimal CPU Affinity some information regarding the ESXi host hardware is required.

vSphere

In the vSphere client left click on the ESXi host, this will be either the Name or IP address of the
host.

The host entry will be the parent of the Bridgeworks Node in the left pane.

Q 1010120162 - wSphere Client

File Edit “iew Inventory Administration Plug-ins  Help

E = | Q Home [ ﬁﬂ Inwentory [ Eﬂ Inwentory

& @

= [ [10.10.120.162 joker.test.domain ¥Mware ES¥i, 6.5.0, 5310538

1 Bridgeworks PORTrockIT N
@ WMware vCenter Server Ap Getting Starked N SR

Select the Summary tab from the entries along the top of the main pane.
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(%) 10.10,120.162 - wSphere Client - m] X

File Edit View Inventory Administration Plug-ins Help

B B @ teme b gg werkory b [ Inventory

+
g &
= [ 10.10.120.162
G0 Bridgewerks PORTrockIT N
(3 VMware vCenter Server Ap
Configuration Issues
S5H For the host has been enabled
General Resources
Manufacturer; Dell Inc. CPU usage: 249 MHz Capacity
Model: FomerEdge k320 “ dxlB et
CPU Cores: 4 CPUs x 1.8 GHz Memory usage: 12254.00 MB Capacity
Processor Type: Intel(R} teon(R) CPUES-2403 | | Ml 4910648 ME
0@ 1.806Hz
License: Evaluation Mode - Storage ~ | Drive Type Capatity
& datastorel Horr 550 4572568 42

Frocessor Socksts: 1
Cores per Socket: 4 d 2
Logical Processors: 4 Network e
Hypertreading: Inactive & Management Standard port group
Humber of NICs: 4 & VM Nestwork Standard port graup
Stater Connected 8 i Standard port group
virtual Machines and Templates: 2 & Francsvs_02 Standard port group
vMotion Enabled: A 8 wan Standard port group
VMware EVC Mode: Disabled @ un Standard port group
wSphere HA State [EI™) < >
Host Configured for FT: [

< > [ Fault Talerance | v

Recent Tasks Name. Taget o Stetus contains: = [ Clear %
Mame Target Status Detalls Intistedby | Requested Start Ti... = | Start Time Completed Time
Z Tasks Evaluation Mode: 58 days remaining _|roat

From this screen note the statistics about the processors. The most important entries for this guide
are the Cores per Socket and Hyperthreading.

Processor Sockets: 1
Cores per Socket: 4
Logical Processors: 9
Hyperthreading: Inactive

ESXi built-in Web Client

Upon successful login to the ESXi Web Client the page should navigate automatically to the Host
page, otherwise select it from the pane at the left side of the browser.
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joker.test.domain-VMware £ X | 4

(€)> ¢ o

- @ N @ E =

“I% Navigator

() Manage with vGenter Server | 5 CreateRegister VM ‘ [Ig shutdown [B Reboot ‘ & Refresh ‘ £ Actions.

Manage
Monitor joker.test.domain cPU FREE: 6.9 GHz
Version £5.0 (Buig 5310558) USED: 261 MHz CAPACITY: 72 éHz
5 Virtual Machines [ 2 State: Nermal {connested to vCenter Server at 10....
H storage n Uptime:; 63.21 days MEMORY FREE: 35.76 GB
[ ] 5
Q_Nelwoming n USED: 12.2 GB CAPACITY: 47.96 GB
STORAGE FREE: 423.02 GB
USED: 33.33 GB CAPACITY: 457.25 GB
~ Hardware
Manufacturer Dell Inc.
Model PowerEdge R320
» | cru 4 CPUs x Intel(R) Xeon(R) CPU E5-2403 0 @ 1.80GHz
o P,
Recent tasks (=
Task ~ Target ~ Iniiator  +~ Queued ~ Started ~ Result& ~ Completed ¥ «

On this page the CPU statistics can be found in the CPU section of the Hardware box in the main
pane.

o @ N @ H =

root@10.10.120.162 ~ | Help + |

[“];fu.vig-h [a] ] [J Iokertest.domain ‘

T ~ Hardware

Monitor Manufacturer Dell Inc.

{51 Virtual Machines Rl PowerEdge R320

H storage v Hery
& Networking Logical processors 4

Processor type Intel{R) Xeon(R] CPU E5-2403 0 @ 1.80GHZ
Sockets 1
Cares per socket 4
Hyperthreading No

W \iemory 47.86 GB

> [ Virtual flash 0 Bused, 0 B capacily

+ & Networking

Hostname Jjokertestdomain

IP addresses 1.vmk0: 10.10.120.162
2.vmKk0: fe80::0263 feff.febfdfbt
3.vmk0: 2a00:2381:1a72:b:b28 3 feftfebl:dfbf
4.vmk1: 169254243214
5. vmk1: feB0::250:56fffe68.eaB4

DNS servers 1.10.10.10.3
5 10 N1AD

Recent tasks

Left clicking on the arrow next to the CPU entry will expand the form and present the information
needed.
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~ H cru
Logical processors 4
Processor type Intel(R) Xeon(R) CPU E5-2403 0 @ 1.80GHz
Sockets 1
Cores per socket 4
Hyperthreading Mo

From this screen note the statistics about the processors. The most important entries for this guide
are the Cores per Socket and Hyperthreading.

vCenter Server Flash Web Client

After successful login, use the left pane to navigate to the parent ESXi host of the Bridgeworks
Node.

vmware* vSphere Web Client

~ 21010151151

w [ ioker
R101012001862

51 Bridgewarks PORTrc. .
i Wware vCenter Serve...

In the main pain, navigate to the Summary tab.
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(& vSphere Web Client

c @ - @ ¥ Q sesrch
vmware® vSphere Web Client = Adrinistra HERELOCAL ~ | Help ~ |

HNavigator X (1010120162 | B 2 [ 00 B | Ehacions =T | # Work In Progress
Getling ‘summa___‘Mnmtm Gonfigu.. Permis..  WMs Resour.. Datasto.  Metworks  Update

J o @ 8 Q 10.10.120.162 -

cPu FREE:B.80 GHz

> A1010.9591.151 .
= Hypenisar et £5¥, 650, USEDISOA0ONH:  CAPACITY.770 oke

Mol Dellinc. PowerEdge RI20 MEMORY FREE: 35.89 GB
Processor Type:  Intel(R) Xeon(R) CPU USED: 11.87 &8 CAPACITY: 4795 68
(31 Bridaeworks PORTIOL... e iz
f Vhiware vGenter Serve Logios Processors: 4 STORAGE FREE: 427.18 68

HICs: 4 USED: 30.07 58 CAPACITY: 45725 681
Virusl Machines: 2

Connectest
2days

85H for the host has been enabled Suppress Warning

*  Hardware O | » Configuration

~ Tags ~ Custom Attributes
Assigned Tag Categary Description Aftribute Value

This list s emply. AutoDeployMa O marms  Kox

| airm | Wew ) Admowledged

Assign

Expand the Hardware section in the main pane.

* Hardware |
Manufacturer Dell Ine.
Model FowerEdge R320
» @ cPU [] 4cPusx1 .80 cHz
W Wermaory D 12,254 MB [ 48,106 MB
» [ Virtual Flash Resource |:| nooBrooogB
» @ Metwarking jokertestdomain
» E Storage 1 Datastore(s)

Further expand the CPU section.

* Hardware |
~ [ cru :
CPLU Cores D 4 CPUsx1.80 GHz
Processor Type InteliR) ¥eon{R) CPLU ES-Z2
Sockets 1 ;

Cores per Socket 4

Logical Pracessars 4

Hyperthreading Linsupported

From this screen note the statistics about the processors. The most important entries for this guide
are the Cores per Socket and Hyperthreading.

Applying Affinity
vSphere

In the Edit Settings pane, navigate to the Resources tab located near the top of the pane.

24



@ Bridgeworks PORTrocklT Mode - Wirtual Machine Properties _ O %
Hardware | Options Resources I

Wirtual Machine Yersion: 8
Settings | Summary | —Resource Allacation
CPU 0 MHz |
Memary OMB Shares: INormal ;I I 2000 j
Disk. Mirrnal

Reservation: J— I ] 3: 1MHz
Advanced CPU HT sharing: Any
iy

Limit: J | 3800 = 1He

¥ Urlimited

& Limit based on parent resource pool or current host

ak Cancel

From here select the Advanced CPU entry from the list presented.
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(&) Bridgewarks PORTrockIT Mode - Wirtual Machine Properties - O X

Hardware ] Options  Resources Virtual Maching Yersion: §

Settings SUrmrmary

CPL 0 MHz Hyperthreaded Care Sharing

Memaory oMB Mode: Any p

Disk, Marmal Allow sharing of physical CPU cores when the host supports
Advanced CPU HT Sharing: &ny hyperthreading.

Scheduling AFfinity
Hyperthreading Status: Inactive
Available CPUs; 4 (physical CPUs)

Select pheysical processar affinity For this virtual machine.

Use ' for ranges and ', to separate walues. For example,
"0,2-4,7" would indicate processors 0, 2, 3, 4, and 7.

Clear the string to remove affinity settings.

ak | Cancel |

The advanced options available for CPU control are now displayed on the right side of the pane.
For setting CPU affinity the text box in the Scheduling Affinity section will be used. The help text in
this section describes how to input valid affinity.

At this stage the information from the Host processor setup becomes useful. The best affinity
settings would have a CPU affinity that only selects a single logical core from each physical core,
and only cores that exist on the same physical socket.

For example, the image below shows a 2 core Bridgeworks Node being given an affinity of cores 0
and 2. This is an optimal setup because the cores exist on a single socket of the dual socket host.

With Hyperthreading enabled, it is important to note that the logical cores 0 and 1 both share

execution time on the first physical core of the first socket. Cores 2 and 3 would share the next
physical core of the same socket.

Scheduling AFFinity
Hyvperthreading Status: Active
Awvailable CPUs: 16 {logical CPUs)

Select logical processar affinity For this virtual machine,

se - for ranges and ',' to separate values, For example,
"0,2-4,7" would indicate processors 0, 2, 3, 4, and 7.

Clear the string to remove affinity settings.

0,2

Click OK at the bottom of the pane to apply the new memory settings.
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If memory affinity has been set (see Chapter 7: Memory Alignment), this option needs to line up
with the same value. In this example, the memory affinity for the Bridgeworks Node will be set to
only run on memory from the first memory node.

Summary of example:
» An ESXi host has 2 sockets, each with 4 cores and Hyperthreading enabled. A total of 16
logical cores are available from the host.
» The Bridgeworks Node has been given memory affinity to run on the first memory node.
* It will be given 2 cores.

» With Hyperthreading enabled all consecutive logical cores are paired together on a single
underlying physical core. E.g. 0 and 1 exist on the first physical core, 2 and 3 exist on the
second core, and so on.

» Do not pick logical cores that exist on the same physical core, "0,1” would result in lower
performance when under load.

» The CPU affinity here could be input as "0,2” to ensure that the logical cores given to the node
do not compete with each other for the physical core resources.

» "1,2” would also be a good setup, as 1 exists on the first physical, core but 2 exists on the
second physical core.

ESXi built-in Web Client

In the Edit Settings pane, use the arrow to the left of the CPU entry to expand that section.

(! Edit settings - Bridgeworks PORTrockIT Node (ESXI 5.0 virtual machine)

Virtual Hardware VM Options

2 Add hard disk M Add network adapter (= Add other device

™ RV

2 v

» WK Memory /i 2048 MB v
v L Hard disk 1 /Ay 2 GB v
+ &l SCSI Controller 0 VMware Paravirtual v

USB controller 1 SB 2.0 v
+ M Network Adapter 1 Management « Connect
+ MW Network Adapter 2 LAN W Connect
+ MM Network Adapter 3 WAN o Connect

Scroll down to locate the Scheduling Affinity section.

Save

Cancel
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-] Edit settings - Bridgeworks PORTrockIT Node (ESXI 5.0 virtual machine)

Limit I .
Shares Norma v v
Hardware virualization Expose hardware assisted virtualization to the guest OS ({J)

Performance counters Enable virtualized CPU performance counters

Scheduling Affinity Hyperthreading Status: Not active
Available CPUs: 4 (Logical CPUs)

CPUMMU Virtualization Automatic -

» K Memory /) 2048 MB v

b = Hard disk 1 /& 1 GB v

Save Cancel
|

For setting CPU affinity the text box in the Scheduling Affinity section will be used. The affinity input
is formatted as a series of numbers representing the cores. The range is from O to one less than
the total number of cores.

For example, an ESXi host running 12 cores will have a range of O to 11.

The numbers are separated by -’ or ’,” where:

* '0-3' represents cores: 0,1,2,3.

* '0,3 represents only cores 0 and 3.

» The formatting can be mixed. E.g. '0,2-4’ represents cores: 0,2,3,4.
At this stage the information from the Host processor setup becomes useful. The best affinity
settings would have a CPU affinity that only selects physical cores that all exist on the same socket.

The image below shows a 2 core Bridgeworks Node being given an affinity of cores 0 and 2. The
Host information states that Hyperthreading is not running on this ESXi system so all available
cores are real physical CPU cores.

Scheduling Affinity Hyperthreading Status: Mot active
Available CPUs: 4 (Logical CPUs)

0.2

If Hyperthreading were enabled, it would be important to note that 0 and 1 would exist on the first
physical core of the first socket. Likewise 2 and 3 would be the second physical core of the same
socket.

Click Save at the bottom of the pane to apply the new memory settings.

28



vCenter Server Flash Web Client

In the Edit Settings pane, use the arrow to the left of the CPU entry to expand that section.

(31 Bridgeworks PORTrockIT Node - Edit Settings (2] M

[\-firtual Hardware | Wil Options ‘ SDRS Rules ‘ whppn Options |

v |l cPU | 2 |~ @

» W Mernory ‘2048 ‘v||ru1El |v|

» (2 Hard disk 1 1 (o8 |-

3 SCEl controller 0 Whitweare Paravirtual Mot bootable

v [ Metwork adapter 1 | Management | ~ | M Connect..
v [ Metwork adapter2 | LAN | - [+ Connect...
v [ Metwork adapter 3 | Wian | ~ | M Connect..
v (@) CODVD drive 1 | Host Device |+ | [ connect..
v &4 USE contraller UsSE 20

v [H video card | Specify custom settings | - |

yop WMC] device

» Other Devices

v Upgrade [] Schedule WM Compatibility Upgrade...
Mew device: | ....... T[T S | - |
Compatihility: ESXi 5.0 and later &M version &) QK Cancel

Scheduling Affinity is located at the bottom of the expanded section.
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41 Bridgeworks PORTrockIT Node - Edit Settings 21 M

Yirtual Hardware | M Cptions | SDRS Rules | wApp Options

~ | crU 2 ~| @
Cores per Socket 1 ~ | Sockets: 2
CPL Hot Plug Enable CPL Hot Add
Reservation 1 - | | MHz -
Lirmnit Unlirnited - | | MHz -
Shares Marmal -
CPUID Mask Expaose the MDD flag to guest » | Advanced..
Hardware wirtualization i ]

Ferfarmance Counters

Scheduling Affinity i ]
CRLUIMARL Autornatic - i ]
Wirtualization

» Ml Memory 2048 -~ || mB -

For setting CPU affinity the text box in the Scheduling Affinity section will be used. The affinity input
is formatted as a series of numbers representing the cores. The range is from O to one less than
the total number of cores.

For example, an ESXi host running 12 cores will have a range of 0 to 11.

The numbers are separated by -’ or ’,” where:

* '0-3' represents cores: 0,1,2,3.

* '0,3' represents only cores 0 and 3.

» The formatting can be mixed. E.g. '0,2-4’ represents cores: 0,2,3,4.
At this stage the information from the Host processor setup becomes useful. The best affinity
settings would have a CPU affinity that only selects physical cores that all exist on the same socket.

The image below shows a 2 core Bridgeworks Node being given an affinity of cores 0 and 2. The
Host information states that Hyperthreading is not running on this ESXi system so all available
cores are real physical CPU cores.
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[VinuaIHardware Wi Options | SDRE Rules | whpp Options |

~ | *cPU [2 |~ @
Cores per Socket | 1 |v| Sockets: 2
CPLU Hot Flug [] Enable CPU Hot Add
Reservation | 0 |v| | Mz |,|
Lirmit | Linlimited |-| (e ||
Shares | Mormal [~ =
CFUID Mask | Expose the MNXXD flag to guest | - | Advanced..
Hardware virtualization 0

Ferfarmance Counters

Scheduling Aty ()~ [57] |0

If Hyperthreading were enabled, it would be important to note that 0 and 1 would exist on the first
physical core of the first socket. Likewise 2 and 3 would be the second physical core of the same
socket.

Click OK at the bottom of the pane to apply the new memory settings.
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Memory Allocation

Initial memory allocations for each system are:

* 100 Series = 2GB

» 200 Series = 4GB

* 400 Series = 16GB
These values are calculated on the basis of how much temporary pool data is utilised during a full
bandwidth transfer across a potentially highly utilised network environment.

Ideally, the ESXi host will be able to accommodate the entire memory allocation on the physical
RAM slots for a single socket without any competition associated with other guest systems.

If the memory allocation results in RAM starvation of the ESXi host or memory being split across
the physical sockets (see Chapter 7: Memory Alignment ), then the options are:

» Assess whether the RAM allocation of the Bridgeworks Node can be reduced.

The System Information page on the web GUI for the node shows the current memory usage,
during typical data acceleration this can give a good indication of the memory allocation
requirements.

» Consider reordering other virtual guests on the ESXi host to redistribute memory usage. This
could free up enough memory on a single socket to fit the Bridgeworks node.

« If the previous options aren’t possible then either move the Bridgeworks Node to another
ESXi host entirely, or leave the memory in the sub-optimal setup.

Note: The minimum supported memory allocation for a Bridgeworks node is:
» 100 Series = 2GB
» 200 Series = 4GB
* 400 Series = 12GB

If the Bridgeworks Node is set below the minimum supported memory
allocation the Web GUI will display a warning to the user:

Events
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Adjusting Allocation

vSphere

In the Edit Settings pane, click the Memory option from the list.

The right side of the pane will show the current memory settings.

() Bridgeworks PORTrockIT Mode - Virtual Machine Properties - O X
Hardware lOptions ] Resources Virtual Machine Yersion: §
Memory Configuration
[ show all Devices add... |
1011 GB Mermory Size: 2 3: GE -
Hardware Surmary 51z R
Maximum recommended For this
M Memory B | seepl] 9 guestos: 1011 GB.
[d crus 2 )
. - Maximurm recommendesd for best
[ video card Widen card 128 GB A performance: 49108 ME,
WIMCT devi [ ted
= eie mprecate 64 GBH Default recommended For this
9 USE controller Present W guest 0S5 1 GE,
'@ 5CSI contraller 0 Paravirtual 2 6B Minirmumm recommended fFor this
2y CoiovD drive 1 fvmfs/devicesfcdromy.., 16 GBI A guest 05 64 MB.
&= Harddisk1 Wirkual Disk,
BB Metwork adapter 1 Management BEI
BB Metwork adapter 2 LAaN 4GB H
Metwork adapter 3 WAN
= 2 GB
1GB kg
512 MBH
256 MEH
123 MBH
64 MEB =]
32 MEH
16 MBI
& MEH
4+ MEH
(a4 | Cancel |

The easiest option to change the memory allocation is to click on the numbers along the left side of
the scale. This entry method is easy to repeat.

16 GEH
g G
4 GB
2 GBH

1 GE g

Click OK at the bottom of the pane to apply the new memory settings.
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Note: The coloured arrows are suggestions by the ESXi host based entirely
on the host systems memory resource size and are not tailored for the
Bridgeworks Node use case.

ESXi Built-in Web Client

In the Edit Settings pane, navigate to the Virtual Hardware tab and select the value for the Memory
entry.

(] Edit settings - Bridgeworks PORTrockIT Node (ESXI 5.0 virtual machine)

[ Virtual Hardware | VM Options |

2 Add hard disk M Add network adapter (= Add other device
™ RV

» B Memory /i 2048 MB M
v 2 Hard disk 1 /i) . v

+ B8 scsi Controller 0

VMware Paravirtual v

USB contraller 1 USBE 2.0 v
+ E Network Adapter 1 Management v | W Connect
+ M® Network Adapter 2 LAN ¥ | M Connect
+ EE Network Adapter 3 WAN v  [W Connect

| Save || Cancel |
-

Enter the desired memory allocation. Changing the value to the right from MB to GB will be easier.
Scale the number to suit the change.

» [ crPu Ay

» W8 Memory /i 2048 MB v
v 2 Hard disk 1 /i, S
GB

' seEllzEmlEe VMware Paravirtual ¥

Click Save at the bottom of the pane to apply the new memory settings.

vCenter Server Flash Web Client

In the Edit Settings pane, navigate to the Virtual Hardware tab and select the value for the Memory
entry.
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41 Bridgeworks PORTrockIT Node - Edit Settings

[Vinual Hardware | Wil Options ‘ SDRS Rules ‘ whnp Options |

v |l cPu |2 |~| @
~ W Mermory ‘2048 ‘v||ru1El |v|
Reservation ‘IJ ‘-| | mMB |v|

[ ] Reserve all guest memaory (Al locked)
Lirnit ‘ Unlimited ‘ - | | Me | - |

Shares | Normal |v| -

Mermory Hot Plug ] Enahble

b 2 Hard disk 1 1 <lee [+

Changing the value to the right from MB to GB will be easier.

[Virtual Hardware | Wil Options | SDRS Rules | vhpp Options |

v [ CPU | 2 |~ @
~ Wl Mermary |2043 |v||ma B
Reservation |IZI |,| (]| |

=H
[ | Resere all guestmem

Enter the desired memory allocation. Scale the number to suit the change.

- W Mermory |2| ~ || GB |v|

Click Save at the bottom of the pane to apply the new memory settings.
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Memory Alignment

A lack of memory available can cause a drop in performance. In some cases an operating system
can become unresponsive while it reverts to pagefile or swap space to maintain operation.

Unlike a memory deficit, memory alignment will not be as catastrophic. Although performance can
be reduced by as much as 20-30%.

Ensuring memory is aligned will reduce: CPU usage, memory usage, and increase overall performance.

The same considerations as the memory allocation section apply here. If the ESXi host does not
have enough memory in a single NUMA node (see Section 2.4: Memory (NUMA - Non-Uniform
Memory Access) Alignment:) for the Bridgeworks Node,then memory misalignment can occur.

Consider shrinking the memory allocation, or reordering the virtual guests on the host, in order to
ensure that all of the Bridgeworks memory allocation exists on physical RAM that is local to the
CPU cores used by the Bridgeworks Node.

Setting Alignment
vSphere

In the Edit Settings pane, navigate to the Resources tab located near the top of the pane.

(55 Bridgeworks PORTrockIT Mode - Wirtual Machine Properties — O 4
9 p
Hardware l Options  Resources l Wirtual Machine Yersion: &
sllnge SIS Resource Allocation
CPU 0 MHz
Memary 0 MB |N0rmal J | 2000 :I
Disk Marmal m
Advanced CPU HT Sharing: Any
i
—_— J 3600 =]
[

A Limit based on parent resource pool o current host

oK Cancel

36



From here select the Advanced Memory entry from the list presented.

Hardware ] Options Resources l

() Bridgewarks PORTrockIT Mode - Virtual Machine Properties

Settings SUMMMmaEY
CPU 0 MHz
Mernary 0 ME
Disk, Moarmal

Advanced CPU HT Sharing: Mone

Advanced Memory MUMA Modes: 2

Wirtual Machine Yersion: 8

HUMA Memary AFfinity

Select NUMA node affinity For this virtual machine:

& Mo affinity
" Use memory from nodes:

o™

O >

O |

Cancel |

The right side of the pane is now displaying NUMA Memory Affinity, select the option labelled Use

memory from nodes..

Hardware ] Options  Resources

Settings SUrmrmary
CRU 0 MHz
Mernory 0 ME
Disk. Marrnal
Sidvanced CPU

HT =haring: Mone

Advanced Memory MIMA Modes: 2

@ Bridgeworks PORTrocklT Mode - Wirtual Machine Properties

Wirtual Machine Yersion: 8

MUMA Memory AFfinity

Select NUMA node affinity for this virtual machine:

" Mo affinity

* Use memary from nodes:

ol 1

O >

The next step is to map the correct memory module. Each checkbox represents the physical memory
attached to each socket. The example images depict an ESXi host with 2 sockets, therefore 2

memory nodes are available.

This option needs to line up with the CPU affinity that has been set. In this example the CPU affinity
for the Bridgeworks Node has been set to run on only cores from the first socket.
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(&) Bridgewarks PORTrockIT Mode - Wirtual Machine Properties - O X

Hardware ] Options  Resources Virtual Maching Yersion: §

o LI MUME Memory Affinity
o o | de affinity far this virtual machi
Memary 0 ME Select NUMA node affinity for this virtual machine:
Disk Morral Mo affinity
Advanced CPU HT Sharing: None &+ Use memary From nodes:
Advanced Memory MIJMA Modes: 2

Mool 1

Summary of example:

» An ESXi host has 2 sockets, each with 4 cores and Hyperthreading enabled. A total of 16
logical cores on host.

» The Bridgeworks Node has been given CPU affinity to run on the /ast 2 physical cores of the
first socket. The CPU affinity could be set to any of the following; "4,6”, "5,6", "4,7”, "5,7". Any
of these values select 2 logical cores on 2 different physical cores.

* Since the Bridgeworks Node in this example is on the first socket, the NUMA Memory Affinity
would be the checkbox labelled 0.
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