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1 Introduction

This document details the prerequisites for tweaking a deployed virtual Bridgeworks Node to improve
resource use and maintain peak performance.

The suggested modifications included in this guide are given as a best practice approach to reduce
the chance of having a sub-optimal virtual installation.

Most of the optimisation is targeted at ensuring that the virtual Bridgeworks Node can keep its CPU
cores and RAM access aligned. Without alignment the RAM speeds can suffer, which can affect
acceleration performance.

1.1 When to use this guide

Generally ESXi tuning is not required. The system does a good job of moving resources around to
keep everything aligned and provided with enough memory and CPU time.

Key symptoms that could be improved by tuning the ESXi guest settings are:

* Reduced performance, these can be:

- Reduced throughput. If it is proven that the Bridgeworks Node is not reaching the full
speed of the network connection it has been given.

- Inconsistent throughput. If the graphing in the Transfer Statistics page show that
throughput is not consistent during a full bandwidth data a transfer in your typical network
environment, and no other environmental variables are causing this.

- Very high CPU usage. If the System info page is showing more than 80% CPU utilisation
during a full bandwidth data transfer in your typical network environment.

- Very high memory usage. If the System info page is showing more than 80% memory
utilisation at any time.

» Conserving ESXi resources when performance is not being reduced*. Such as:

- Very low CPU usage.
If the System info page is showing less than 25% CPU utilisation during a full bandwidth
data transfer in your typical network environment.

- Very low memory usage.
If the System info page is showing less than 25% memory utilisation during a full
bandwidth data transfer in your typical network environment.

Note: *Reducing resources to the Bridgeworks Node should always take into
account any resource headroom required to sustain performance if network
quality deteriorates. See Chapter 4: CPU Allocation and Chapter 6: Memory
Allocation sections for minimum supported resource settings.

1.2 When not to use this guide

Other factors can result in lower utilisation of network connection between Bridgework Nodes.



Possible other factors include:

» Onload/Offload storage 1/O

If the systems on either side of the Bridgeworks Nodes cannot provide or receive the data
quickly enough a bottleneck will occur and the Nodes will throttle the connection appropriately.

» Shared network resources

If either Bridgeworks Node shares the network connection with other systems then competition
for network time can reduce throughput depending on the demand for the network bandwidth.

» Product bandwidth limits Each series of Bridgeworks node has a different network bandwidth
capacity.

— Series 100 = 125MB/s.
— Series 200 = 250MB/s.
— Series 400 = 1GB up to 10GBe dependant on hardware specification.

1.3 Further reading

For more detailed information regarding ESXi tuning, see VMwares own "Performance Best
Practices” documentation for your relevant version of ESXi.

» ESXi 7.0 Best Practices (2020)

» ESXi 8.0 Best Practices (2022)


https://www.vmware.com/techpapers/2020/vsphere-esxi-vcenter-server-70-performance-best-practices.html
https://www.vmware.com/techpapers/2022/vsphere-esxi-vcenter-server-80-performance-best-practices.html

2 Summary

2.1 CPU Core Allocation:

It is beneficial to keep core allocation conservative. Increasing the number of assigned cores will
improve performance only when the existing setup is consistently experiencing CPU usage above
75%. The OVAs for Bridgeworks Nodes have a preset core allocation that is set to accommodate
the throughput intended for that model. Scenarios that could result in needing more CPU power are;
running encryption on top of full network speeds, or having a very large packet loss environment.
Conversely, if the Node never sees high core usage, then reducing the allocation may help ensure
that the host never places the Bridgeworks Node into a sub-optimal state.

In ESXi the core allocation is dictated by vCPUs. These cores are also presented in a settable
number of sockets. This setting is for operating system compatibility only and does not provide a
performance increase. The Bridgeworks Node should be given all vCPUs as individual sockets.
Running the system with a 'multiple cores per socket’ setup can have adverse effects on its
performance.

2.2 Core Affinity:

Core affinity can have an immediate effect on acceleration performance, this is evident when the
core affinity forces execution to be spread across the physical sockets of the host. In ESXi, core
affinities can be set on a per guest basis. The only requirement is that the affinity gives at least
the number of vCPUs given to the guest. The recommended practice is to give an affinity setting
that ensures all execution of the Bridgeworks Node will happen on the same physical socket, this
ensures that all memory access will be using the same caching and RAM modules.

In addition, when using a processor feature such as Intel Hyperthreading the underlying hardware
will present 2 CPUs per physical processor core. ESXi will handle these as logical cores, which
results in the ESXi scheduler load balancing the 2 logical cores across the physical core evenly*.
This load balancing means that the effective performance of 1 logical core can be less than the
actual performance of the physical core it is running on.

Note: *When ESXi CPU scheduling results in only 1 of the 2 available logical
cores on a given physical core being utilised, the guest running on that
logical core is given the full performance of the physical core. Logical core
performance is reduced when both logical cores on the same physical core
are being utilised by guests, at which time the performance of the physical
core is split equally between the two logical cores presented by ESXi.

2.3 Memory Allocation:

Just like vCPUs, assigning the minimum necessary memory will reduce any chance of a sub-optimal
setup. A smaller RAM footprint makes it a lot easier for the ESXi host to ensure that the memory is
aligned to the same socket that the vCPUs reside on.



2.4 Memory (NUMA - Non-Uniform Memory Access) Alighment:

ESXi can split memory into NUMA pools, this is due to separate RAM access across separate
physical sockets on a motherboard. In a worst case scenario a virtual guest could end up with
all of its CPU resource being scheduled on physical CPU cores that are not directly attached to
the RAM that the guest is using. Bandwidth testing has shown that memory performance can
degrade significantly, slowdowns of over 20% were frequently seen. In addition, running a badly
aligned Bridgeworks Node will result in a decrease to the total throughput attained on a like-for-like
network environment. Memory alignment through NUMA affinity is similar to running CPU affinity.
Manipulating CPU affinity is preferred as it can be adjusted on a live system.



3 Requirements

3.1 ESXi Tools

There are several methods for configuring virtual machines in an ESXi system:

 Basic settings via a built-in web client.

» More advanced settings using the ESXi vCenter Server system and its vSphere web client.

The following sections list what each method can and cannot achieve with regards to the tuning
solutions included in this guide.

3.1.1 ESXi built-in Web Client

ESXi installation software deploys a web based control GUI automatically.

This method can control:

» Core allocation and socket/core distribution.
* RAM amount and priority/reservation values.

* Core affinity.
This method cannot control:
* RAM NUMA affinity.

3.1.1.1 Accessing ESXi built-in Web Client

To connect to the built-in web client, open your browser of choice and navigate to the IP address or
website name of the ESXi host machine.

This should present a login screen.



Enter the correct user and password and click "Log in”.

At this stage the web client will show the host machine information page.

~ Performance summary last hour

@ Consumed host CPU
@ Consumed host memory. .

Consumed host CPU (%)
0 o
(@) Aowsw jsoy pawnsuoy

In the left hand pane there is a list of options. Click the "Virtual Machines” entry. For tuning, only
the Bridgeworks Node will be used.



vm  ESXi Host Client

{2 Navigator & - Virtual Machines
+ [f] Host
ST 5 create / Reglster VM £1 console B Power o () Power off |l Suspend C Retresh £ Actions Q, Bridgeworks x
Monitor Virtual machine ¥ ivistatusi v} Used space ~ Guest OS i vi Hostname ivi HostCPU v Host memory”
» (@ Virtual Machines O Eﬁ Bridgeworks PORTrockiT Node & Nor.. 0B Other 2.6.x Linux (64-.. Unknown 0 MHz oMB
> & storage E) ‘ Quick filters. ~ 5 Items
> @ Networking 4
Recent tasks ]
Task ~ Target ~ Initiator ~  Queued ~ Started ~ Result ~ Completed ¥ v

3.1.2 ESXi vSphere Web Client

Optionally, a "vCenter Server” system can be deployed and connected to your ESXi host. This
allows far greater control than the basic ESXi web client.

This method can control:

* Core allocation and socket/core distribution.
* RAM amount and priority/reservation values.

 Core affinity.

This method cannot control:

* RAM NUMA affinity.*

Note: *NUMA can be set by using custom parameters options, this is outside
the scope of this document.

3.1.2.1 Accessing ESXi vSphere Web Client

To connect to the web client, open your browser of choice and navigate to the IP address or website
name of the vCenter Server.



If you do not know the address for the vCenter Server you may be able to get it from the Host info
page on the ESXi built-in web client. See above for instructions on accessing it. On the Host info
page presented at login, look for "State” in the main pane, to the right there should be a status,
along with notification of "connected to vCenter Server” and an IP address or website URL to the
vCenter Server.

Upon accessing the vCenter Server there should be a page listing the access.

vmware

Getting Started For Administrators

Web-Based Datastore Browser

LAUNCH VSPHERE CLIENT (HTML5)

Use your web browser to find and download files
Documentation (for example, virtual machine and virtual disk files).
VMware vSphere Documentation Center Browse datastores in the vsphere inventory
For Developers
vSphere Web Services SDK.
Learn about our latest SDKs, Toolkits, and APIs for
managing VMware ESXi and VMware vCenter. Get
sample code, reference documentation, participate
in our Forum Discussions, and view our latest
Sessions and Webinars.
Learn more about the Web Services SDK
Browse objects managed by vSphere
Browse vSphere REST APIs

Download trusted root CA certificates

perty laws. VMware products

are, Inc. in the U ates
oducts may contain individual

vmware.com/go/patents.
ned herein may be trademarks of their re:

e is a registered trademal

r jurisdictions. All other mparnies.

ource software components, each of which has its own copyright and applicable license conditions. vmware.comfinfo?id=1127 for more

information.

Select the "Launch vSphere Client” link.

This should present a login screen. Enter the correct user and password and click "Log in”.
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VMware® vSphere

example@domain.local

Password

In the left hand pane there should be an entry for the target ESXi host. By clicking on it, then on

VMs and searching for "Bridgeworks”, it should reveal the target Bridgeworks Node.

= vsphereClient Q

<

5}

v Brid

Status. Provisioned Space Used Space Host CPU

PORTrockiT Node owered O Norm 17.55 GB 1GB 0 Hz

For tuning, only the target Bridgeworks Node will be used.
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4 CPU Allocation

ESXi allows provisioning of a huge number of vCPUSs to a virtual system. Across multiple virtual
guests, this core allocation can exceed the physical CPU count of the host.

In addition, vCPUs can be presented to a virtual guest’s operating system as either multiple sockets,
or as a multiple-cores-per-socket system. Generally the user should always choose multiple sockets,
with multiple cores being a compatibility setting for operating systems that do not support multiple
sockets.

Initial CPU cores for each system are:

e 100 Series =2
e 200 Series =3
* 400 Series =4

These values can be changed to suit the individual applications. The number of cores can be
reduced if core utilisation is consistently low, though less than 2 cores is not supported. Likewise
CPU allocation can be increased if CPU utilisation is consistently high, this scenario could be due to
overheads from excessively detrimental network conditions or enabling features that require CPU
time, such as IPSec.

In most cases no more than 8 cores should be needed, with core clock speed being more important
for performance than further increasing core allocation.

Core allocation should always try to be no more than that of the underlying hardware. Once vCPUs
start sharing the resources of a hardware core, the scheduling for CPU resources can result in high
latency and reduced performance. If an ESXi host needs to have oversaturation of the CPU cores,
then consider using CPU affinity to ensure that the Bridgeworks Node has cores reserved. This
ensures that network acceleration is not affected by other virtual guests competing for CPU time.

An ideal setup would allow the Bridgeworks Node to run entirely on a single physical socket, so
when possible, the core allocation should be no more than the core count of one of the hosts CPU
sockets.

When assessing core allocation requirements it is important to include the performance deficit from
running on logical cores. This is not to be confused with the vCPUs terminology used in ESXi. On
the Intel platform this logical core feature is known as "Intel Hyper-Threading Technology”, this
can be enabled/disabled in BIOS settings, and will double the detected cores of the underlying
hardware. A logical core will not perform as well as a physical core; e.g. a dual core guest running
on two logical (hyper-threaded) cores will not perform as well as a dual core guest running on two
physical cores.

4.1 Adjusting Core Allocation

4.1.1 ESXi Built-in Web Client

After logging in to the Web Client, navigate to the Virtual Machines page and bring up the Edit
settings pane for the Bridgeworks Node.

12



vm  ESXi Host Client - | Help~ | Q

lavigator | - ual lachines
Navigat « Virtual Machl
~ [ Host
@ Create / Register vM | £l ¢ s "= wer off Il suspend | (& Refresh | 4% Actions Bridgeworks X
Manage @ Bridgeworks PORTrockiT Nede | Q
Monitor Virtual machine ¥ c ~ Guest OS i Host name i~i HostCPU  ~ Host memory~
@ Power »
> G Virtual Machines = O @& Bridgeworks PORTrockiT Ni 5 cuestos , Other 2.6.x Linux (64-.. = Unknown 0 MHz oMB
> B storage E] [Ouickfi\ters.. & Snapshots b Sitems
> @ Networking E]
El Console »
3] Autostart »
® Upgrade VM Compatibility
3 Export
B Export With Images
[] Permissions
(4 Edit notes
Aa Rename
e& unregister
T Delete
® Help
S @ 3 ©Open VM in new window

In this section, click the arrow left of the CPU entry to expand the settings pane and ensure that the
Cores per Socket is set to 1.

@& Edit settings - Bridgeworks PORTrocklT Node

Virtual Hardware VM Options

(= Add hard disk 'Ej, Add network adapter Add other device

~ {1} CPU 2 v @
Cores per Socket 1 v | sockets: 2
CPU Hot Plug [J Enable CPU Hot Add
Reservation MHz
Limit MHz
Shares T
Hardware virtualization [ Expose hardware assisted virtualization to the guest OS €@
Performance counters [J Enable virtualized CPU performance counters
Scheduling Affinity Hyperthreading Status: Active

Available CPUs: 24 (Logical CPUs)

CANCEL SAVE

Click the number right of CPU and set the desired number of cores.
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& Edit settings - Bridgeworks PORTrockIT Node

Virtual Hardware VM Options

£ Add hard disk ‘D, Add network adapter Add other device

> CPU | 4 @ | e
1
— GB
> % Memory 2
’ GB - Ed
» &) Hard disk 1 4 N
5 )
Paravirtual - ks
> & 5CSI Controller 0 6
> 'O, Network Adapter 1 7 vork w Connect %
8
» '8, Network Adapter 2 9 . Connect e
10
> '8, Network Adapter 3 . v Connect *®
12 custom settings
» [ Video Card 13 [ d
14
15
16
17
18 CANCEL SAVE

Click Save at the bottom of the pane.

4.1.2 vSphere Web Client

After logging in to the Web Client, navigate to the Bridgeworks Node and access the Edit Settings
page by clicking on the Bridgeworks Node edit settings icon shown in the next image Edit Settings.

— vSphere Client QO

LY

& Bridgeworks PORTrockIT Node |

summary Monitor Configure Permissions

Expand the CPU section by clicking the arrow left of the entry.
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Edit Settings | Bridgeworks PORTrockiT Node

Virtual Hardware

« Connect...

« Connect...

« Connect...

ional Hardware

Ensure that the Core per Socket entry is set to 1.
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Edit Settings | Bridgeworks PORTrockiT Node

Virtual Hardware
ADD NEW DE

@

U Hot Add

‘ CANCEL |

Click the number right of CPU and select the desired core count from the dropdown selection.
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Edit Settings | Brid ks PORTrockIT No

Virtual Hardware

ADD NEW DEV

Y

2
3
4
5
6
7
8
5

[
N = O

virtualized CPU performan

L T O T T S (S ary
W N = O w0 Nyt s W

Click OK at the bottom of the pane.
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5 Core Affinity

Affinity settings can be changed without having to bring down the guest system, so this can be
applied during operation for immediate effect.

ESXi attempts to manage its guests to ensure that competition for any given core is reduced to a
minimum, along with arranging memory resources to try to keep guest systems in an aligned setup.
An aligned state is when the resources being used by the virtual guest are all locally addressable.
For example, memory is allocated on RAM local to the CPU cores that the guest vCPUs are
scheduled on. Generally ESXi can keep everything running well.

Issues can arise when resources on the host are overcommitted; multiple guest systems may queue
for scheduling on CPU cores, or the ESXi host may have to re-arrange memory usage when host
memory availability is running low. The result of resource overcommitment is that the memory
allocation may fall over to RAM that is not local to the active vCPUs.

The Bridgeworks Node may suffer when physical CPUs become overcommitted, possibly resulting
in reduced network acceleration capabilities.

If there is the possibility of a CPU overcommit, or execution getting moved over to a sub-optimal
socket, then giving the Bridgeworks Node a dedicated affinity will help to mitigate slowdowns.
Increasing reserve priority will also help if CPU cores cannot be 100% dedicated to the Bridgeworks
Node.

5.1 Assessing Viability

To setup an optimal CPU Affinity some information regarding the ESXi host hardware is required.

5.1.1 ESXi built-in Web Client

Upon successful login to the ESXi Web Client the page should navigate automatically to the Host
page, otherwise select it from the pane at the left side of the browser.

18



wn  ESXi Host Clier

) Navigator &«
- [ Host ;
T [ Manage with vCenter | Tf@ create/Register vM | UF] shutdown <f Reboot | (3 Refresh | 4 Actions e 2523 2“'32';2
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Version: 7.0 Update 3 MEMORY FREE: 61. 7;;‘:
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> & Model PowerEdge R730
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wn  ESXi Host Client

«

) Navigator

- [ Host
T T3 Manage with vCenter | T create/Register vM | UF] shutdown <] Reboot | C Refresh | ¥ Actions e =223 ’“Gz';z
(v USED: 642 MHzZ CAPACITY: 28.8 GHz
Monitor
Version: 7.0 Update 3 MEMORY FREE: 61, 73266"2
@ Virtual Machines State: Normal (connected to vCenter Server at ) USED: 34.19 GB CAPACITY: 95.91 GB
~ & Bridgeworks PORTT.. Uptime: 8.28 days eromace coee 1anre
Monitor 55%
USED: 1.66 TB CAPACITY: 3.04TB
>
>
>
N ~ Hardware » Configuration
y Manufacturer Dell Inc.
» System Information
> Model PowerEdge R730
» Performance summary last hour
> v cpu
More s Logical processors 24
& storage
8 - E] Processor type Intel(R) Xeon(R) CPU E5-2620 v3 @ 2.40GHzZ
~ @
Sockets 2
Monitor
Cores per socket 6

More storage....

Hyperthreading Yes, enabled

B vSwitcho

More networks...

@ Networking E]

&% Memory

> # virtual flash

Networking

> & storage

95.91GB

0 B used, O B capacity

2 Datastores

Recent tasks O

Left clicking on the arrow next to the CPU entry will expand the form and present the information

needed.
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T Hardware

Manufacturer Dell Inc.
Model PowerEdge R730
~ & cpu
Logical processors 24
Processor type Intel{R) Xeon(R) CPU E5-2620 v3 @ 2.40GHz
Sockets 2
Cores per socket 6
Hyperthreading Yes, enabled
= Memory 95.91 GB
> ¢ Virtual flash O B used, O B capacity

~ @ Networking

From this screen note the statistics about the processors. The most important entries for this guide
are the Cores per Socket and Hyperthreading.

5.1.2 vSphere Web Client

After successful login, use the left pane to navigate to the parent ESXi host of the Bridgeworks
Node.

In the main pain, navigate to the Summary tab.

— vSphere Client O\

S

Summary

B 321868/ 959168

0B/0B

Recent Tasks Alarms
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Expand the Hardware section in the main pane.

Dell Inc.

PowerEdge R730

B 2 crPusx246H:z
B 3418GB/9591G8

OB/OB

Dell Inc.
= PowerEdge R730

B 2crusx246Hz

Intel(R) Xeon(R) CPU E5-2620 v3 @ 2.40GHz

2

From this screen note the statistics about the processors. The most important entries for this guide




are the Cores per Socket and Hyperthreading.

5.2 Applying Affinity

5.2.1 ESXi built-in Web Client

In the Edit Settings pane, use the arrow to the left of the CPU entry to expand that section
down to locate the Scheduling Affinity section.

& Edit settings - Bridgeworks PORTrocklT Node

Virtual Hardware VM Options

() Add hard disk ‘0, Add network adapter Add other device

~ {} CPU
Cores per Socket
CPU Hot Plug
Reservation
Lirnit
Shares
Hardware virtualization
Performance counters

Scheduling Affinity

the total number of cores.

2 i o
1 ~ | Sockets: 2

[] Enable CPU Hot Add

D Expose hardware assisted virtualization to the guest OS o

D Enable virtualized CPU performance counters

Hyperthreading Status: Active
Available CPUs: 24 (Logical CPUs)

. Scroll

CANCEL SAVE

For setting CPU affinity the text box in the Scheduling Affinity section will be used. The affinity input
is formatted as a series of numbers representing the cores. The range is from O to one less than

For example, an ESXi host running 12 cores will have a range of O to 11.

The numbers are separated by '-’ or ’,’ where:

¢ '0-3' represents cores: 0,1,2,3.

« '0,3' represents only cores 0 and 3.

* The formatting can be mixed. E.g. '0,2-4’ represents cores: 0,2,3,4.

At this stage the information from the Host processor setup becomes useful. The best affinity
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settings would have a CPU affinity that only selects physical cores that all exist on the same socket.

The image below shows a 2 core Bridgeworks Node being given an affinity of cores 0 and 2. The
Host information states that Hyperthreading is not running on this ESXi system so all available
cores are real physical CPU cores.

Scheduling Affinity Hyperthreading Status: Active
Available CPUs: 24 (Logical CPUs)

0,2 L]

If Hyperthreading were enabled, it would be important to note that 0 and 1 would exist on the first
physical core of the first socket. Likewise 2 and 3 would be the second physical core of the same
socket.

Click Save at the bottom of the pane to apply the new memory settings.

5.2.2 vSphere Web Client

In the Edit Settings pane, use the arrow to the left of the CPU entry to expand that section.

Edit Settings | Bridgeworks PORTrockiT Node

Virtual Hardware
ADD NEW DEVICE v~

@

« Connect...
« Connect...

« Connect...

Additional Hardware

Scheduling Affinity is located at the bottom of the expanded section.
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Edit Settings | Bridgeworks PORTrockiT Node

Virtual Hardware VIV

ADD NEW C

B Enable CPU Hot Add
o]
Unlimited
al
d virtualization to the gue

B Enzble virtualized CPU performa ounters

For setting CPU affinity the text box in the Scheduling Affinity section will be used. The affinity input
is formatted as a series of numbers representing the cores. The range is from 0 to one less than
the total number of cores.

For example, an ESXi host running 12 cores will have a range of 0 to 11.

The numbers are separated by '-’ or’,” where:

* '0-3’ represents cores: 0,1,2,3.

« '0,3' represents only cores 0 and 3.

« The formatting can be mixed. E.g. '0,2-4’ represents cores: 0,2,3,4.
At this stage the information from the Host processor setup becomes useful. The best affinity
settings would have a CPU affinity that only selects physical cores that all exist on the same socket.

The image below shows a 2 core Bridgeworks Node being given an affinity of cores 0 and 2. The
Host information states that Hyperthreading is not running on this ESXi system so all available
cores are real physical CPU cores.
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B Enable CPU Hot Add

Unlimited

Normal

hardware

If Hyperthreading were enabled, it would be important to note that 0 and 1 would exist on the first
physical core of the first socket. Likewise 2 and 3 would be the second physical core of the same
socket.

Click OK at the bottom of the pane to apply the new memory settings.
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6 Memory Allocation

Initial memory allocations for each system are:

* 100 Series = 2GB
* 200 Series = 4GB
» 400 Series = 16GB

These values are calculated on the basis of how much temporary pool data is utilised during a full
bandwidth transfer across a potentially highly utilised network environment.

Ideally, the ESXi host will be able to accommodate the entire memory allocation on the physical
RAM slots for a single socket without any competition associated with other guest systems.

If the memory allocation results in RAM starvation of the ESXi host or memory being split across
the physical sockets (see Chapter 7: Memory Alignment ), then the options are:

« Assess whether the RAM allocation of the Bridgeworks Node can be reduced.

The System Information page on the web GUI for the node shows the current memory usage,

during typical data acceleration this can give a good indication of the memory allocation
requirements.

« Consider reordering other virtual guests on the ESXi host to redistribute memory usage. This
could free up enough memory on a single socket to fit the Bridgeworks node.

« If the previous options aren’t possible then either move the Bridgeworks Node to another
ESXi host entirely, or leave the memory in the sub-optimal setup.

Note: The minimum supported memory allocation for a Bridgeworks node is:
» 100 Series = 2GB
» 200 Series = 4GB
* 400 Series = 12GB

If the Bridgeworks Node is set below the minimum supported memory
allocation the Web GUI will display a warning to the user:

10 May 12:57

Unsupported
amount of RAM
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6.1 Adjusting Allocation

6.1.1 ESXi Built-in Web Client

In the Edit Settings pane, navigate to the Virtual Hardware tab and select the value for the Memory
entry.

& Edit settings - Bridgeworks PORTrockIT Node

Virtual Hardware VM Options

(= Add hard disk ‘I"-.I, Add network adapter Add other device

> & cPU 4 v @

16 GB
> % Memary

1 GB ®
> () Hard disk 1

VMware Paravirtual - X
> > sCsI Controller O
> ‘5, Network Adapter 1 WM Network w Connect %
» '8, Network Adapter 2 WAN w Connect x
> ‘5, Network Adapter 3 LAN w Connect %

Specify custom settings
» [ Video Card pecily i

CANCEL SAVE

Enter the desired memory allocation. Changing the value to the right from MB to GB will be easier.
Scale the number to suit the change.

> & cpu 4 v @

~ I Memory

RAM 16 GB v

Reservation MB

GB k

Reserve all TB (All locked)

Click Save at the bottom of the pane to apply the new memory settings.
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6.1.2 vSphere Web Client

In the Edit Settings pane, navigate to the Virtual Hardware tab and select the value for the Memory
entry.

Edit Settings | Bridgeworks PORTrockiT Node

Virtual Hardware
ADD NEW D

~ Memory

> all guest me
Unlimited
Normal ~

M Enable

Paravirtual

«| Connect...

« Connect...

« Connect...

Changing the value to the right from MB to GB will be easier.

Paravirtual

« Connect...

Enter the desired memory allocation.

Click Save at the bottom of the pane to apply the new memory settings.
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7 Memory Alignment

A lack of memory available can cause a drop in performance. In some cases an operating system
can become unresponsive while it reverts to pagefile or swap space to maintain operation.

Unlike a memory deficit, memory alignment will not be as catastrophic. Although performance can
be reduced by as much as 20-30%.

Ensuring memory is aligned will reduce: CPU usage, memory usage, and increase overall performance.

The same considerations as the memory allocation section apply here. If the ESXi host does not
have enough memory in a single NUMA node (see Section 2.4. Memory (NUMA - Non-Uniform
Memory Access) Alignment:) for the Bridgeworks Node,then memory misalignment can occur.

Consider shrinking the memory allocation, or reordering the virtual guests on the host, in order to
ensure that all of the Bridgeworks memory allocation exists on physical RAM that is local to the
CPU cores used by the Bridgeworks Node.
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8 Useful Links

Further documentation and support is available through our website: https://support.4bridgeworks.
com/

If your question is not answered in our documentation, please submit a ticket: https://support.
4bridgeworks.com/contact/
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